Hyperspectral image classification by AdaBoost weighted composite kernel extreme learning machines
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A B S T R A C T

Extreme learning machine (ELM) is an efficient learning algorithm for multi-classification and regression. However, original ELM doesn’t consider the weight of each sample in training set, which may cause the accuracy decreasing especially in imbalanced datasets. Even if each training sample is assigned with an extra weight, the problem on how to determine the weight adaptively still remains. Inspiration by AdaBoost algorithm, we embed the weighted ELM algorithm in AdaBoost framework. In the meanwhile, we incorporate spatial and spectral information in composite kernel for each sample, which has a good performance in hyperspectral image (HSI) classification. By combining composite kernel methods and AdaBoost framework with weighted ELM, a novel algorithm, namely AdaBoost composite kernel extreme learning machines denoted as AdaBoost-WCKELM is proposed. Experimental results demonstrate that the proposed method outperforms current state-of-the-art algorithms and derives a good improvement in HSI classification accuracy.

© 2017 Published by Elsevier B.V.

1. Introduction

Hyperspectral imagery (HSI) consists of hundreds of spectral bands, hence how to extract vast amounts of information from them is the challenge remote sensing should be addressed. One of the most commonly used HSI applications is the classification on the surface of the Earth. Although many machine learning algorithms have been applied to HSI classification, such as K-nearest neighbor (KNN) [1], Logistic Regression [2,3], Artificial Neural Network (ANN) [4], etc. Among these methods, Support Vector Machines (SVM) has been proved to have the excellent performance in terms of classification accuracy, even if training-set is small-size and contains noise. However, due to the Hughes phenomenon in HSI, the direct application of machine learning method by original bands of HSI provides poor classification performance. In [5,6], band selection is used to provide discriminative information and reduce the computational burden. However, another method by Kernel tricks could map feature vector from original lower dimensional space to high dimensional space. Furthermore, kernel strategy avoids the explicit mapping that is needed to learn a linear or nonlinear function or decision boundary. Kernel strategy was applied for HSI denoising in [7] and with SVM for HSI classification in [8]. However, traditional SVM classifier with kernel method only uses the spectral signature as input features, which could be further improved by including spatial information. There are several approach to incorporate spatial information with original spectral bands. In [9] and [10], the method based Mathematical morphology and image segmentation is introduced to HSI classification. But it is very complex. In order to incorporate spatial information simply and efficiently, [11] presented a framework of composite kernel with SVM (CKSVM) for enhanced classification accuracy of HSI. Composite kernel method also has the merit of flexibility to balance between the spatial and spectral information. There are two aspects for improvement CKSVM. Firstly, mean and standard deviation is simply selected as spatial information by original CKSVM. Different spatial feature extraction is applied to modify the framework of composite kernel. Moments of neighbor region [12], extended multi-attribute profiles (EMAPs) [12–14] and contextual information based on Markov Random Fields (MRF) [14] derived from the HSI are applied. The other improvement is that some other classifiers such as multinomial logistic regression (MLR) [12,13] and kernel collaboration representation [15] are applied instead of SVM with composite kernel.

*Corresponding author.
E-mail addresses: lilu@radi.ac.cn (L. Li), wangcycastle@163.com (C. Wang), liwe6089@uwe.org (W. Li), chenjb@radi.ac.cn (J. Chen).

http://dx.doi.org/10.1016/j.neucom.2017.09.004
0925-2312/© 2017 Published by Elsevier B.V.
Recently, Huang et al. [16] have proposed an efficient Single-hidden Layer Feed-forward Neural Network (SLFN) algorithm, namely Extreme learning machines (ELMs). Compared with SVM, ELM has two evident advantages that outperform SVM. On one hand, ELM randomly generates the parameters of the nodes which are independent of training samples. Therefore, user only needs to predefine a parameter about the network architecture, i.e. the number of nodes in the hidden layer. This makes the algorithm save lots of time-consuming in tuning process. On the other hand, because algorithm analytically obtains the weight of output layer instead of iterative training-process similar as SVM, it makes the learning extremely faster than SVM. Furthermore, comparing SVM using One-Against-One (OOA) strategy in Multi-classification, ELM using One-Against-All (OAA) strategy could further reduces the computational time in both training-process and testing-process[17]. Inspired by the fact that SVM with kernel method achieves a good success, ELM could also apply kernel method, i.e. KELM. In [18], ELM using RBF as kernel function was not only more efficient but also slightly better in term of accuracy than SVM. And in [19], ELM combined with composite kernel (namely CKELM) was applied in HSI. Actually, besides the improvement of classification accuracy, another advantage of embedding kernel method in ELM framework is to avoid the generation of random parameters in hidden layer.

However, original ELMs, KELM and CKELM do not consider the weight of each sample in training-set, which may cause the accuracy decreasing especially in imbalanced datasets. Unfortunately, real HSI datasets are quite often imbalanced datasets. To address this problem, a weighted-ELM was proposed in [20] in which each training sample is assigned with an extra weight to strengthen the impact of minority class while weaken the impact of majority class. Once weight is given, it would not change both in training-process and in testing-process.

As it is known, AdaBoost framework [21] can combine weak classifiers and adjust both the weights of these weak classifiers and the weights of the training samples, adaptively. Intuitively, weighted-ELM can be drawn lessons from such adaptive adjustment of weights. In this paper, inspired by AdaBoost algorithm with weighted original ELM [22], we utilize AdaBoost framework with weighted CKELM for HSI classification, namely AdaBoost weighted composite kernel extreme learning machines (named as AdaBoost-WCKELM). At each iteration of the training process, the weight of each training sample is set according to both the current error rate of classifier and the imbalance in training-set. Therefore, the proposed method is able to adaptively determine the weights in AdaBoost framework. In the meanwhile, we optimize spatial feature extraction process by the algorithm which is similar to constant time median filter (CTMF [23]) and saves much time-consuming. The main contribution of this paper can be summarized as follows:

1. First and foremost, our AdaBoost-WCKELM builds a bridge between weighted-CKELM and AdaBoost framework, which is, to our best knowledge, the first-time application in HSI classification.
2. Another innovative contribution of this work is to utilize compositive kernel method in weighted-ELM framework for HSI classification. As far as we know, weighted-ELM has not yet been applied in hyperspectral classification before. And composite kernel method, which combines spectral bands information and spatial features, has been proven to be suitable for HSI classification when SVM or MLR is applied. But it is also the first-time that composite kernel method is applied in weighted-ELM framework for HSI classification.

The remainder of the paper is organized as follows. Section 2 introduces the methodology of this paper. Section 3 gives the experimental results and discussion. Finally, conclusions are given in Section 4.

2. Methodology

2.1. ELM, weighted-ELM and weighted-KELM

ELM was proposed as single-hidden layer feedforward neural networks (SLEF) algorithm. The hidden neuron parameters, namely both weight connecting vectors a and bias b are randomly assigned and the output weights β can be determined by the Moore–Penrose generalized inverse analytically. Assuming that the training set contains N samples \( \mathbf{x} = \{ (x_i, y_i) \mid i = 1, 2, \ldots, N, x_i \in \mathbb{R}^d, y_i \in \{1, 2, \ldots, C\} \} \), and the hidden layer has L nodes. Where d is the number of feature dimension and C is the total number of class. The output of Original ELM (OELM) can be expressed as

\[
\sum_{j=1}^{L} \beta_j g(< \mathbf{a}_j, \mathbf{x}_i> + b_j) = T_i, \quad i = 1, 2, \ldots, N. 
\]

(1)

where \( T_i \) is 1 if the sample \( \mathbf{x}_i \) belongs to this class, otherwise \(-1\), \( g \) denotes activation function, and \(< \cdot, \cdot > \) represents inner product of two vectors. According to OAA strategy for multi-classification, the above equations of N samples in C classifiers can be rewritten as matrix model by

\[
\mathbf{H} \beta = \mathbf{T} 
\]

(2)

Thus, we could obtain the least square solution with minimal norm as a regularization term by

\[
\beta = \mathbf{H}^+ \mathbf{T} = \begin{cases} 
\mathbf{H}^T (\lambda \mathbf{I} + \mathbf{H}^T \mathbf{H})^{-1} \mathbf{T} & \text{when } N \leq L \\
(\lambda \mathbf{I} + \mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T \mathbf{T} & \text{when } N > L
\end{cases}
\]

(3)

where \( \dagger \) denotes the Moore–Penrose generalized inverse. Given a new sample, the predication label of original ELM classifier is obtained by

\[
\text{label} (\mathbf{x}) = \arg \max_i f_i (\mathbf{x}), \quad i = 1, 2, \ldots, C
\]

(4)

where \( f (\mathbf{x}) = \{ f_1 (\mathbf{x}), f_2 (\mathbf{x}), \ldots, f_C (\mathbf{x}) \} \) and

\[
f (\mathbf{x}) = \begin{cases} 
\mathbf{h} (\mathbf{x}) \mathbf{H}^T (\lambda \mathbf{I} + \mathbf{H}^T \mathbf{H})^{-1} & \text{when } N \leq L \\
\mathbf{h} (\mathbf{x}) (\lambda \mathbf{I} + \mathbf{H}^T \mathbf{H})^{-1} \mathbf{H}^T & \text{when } N > L
\end{cases}
\]

(5)

OELM treats the weight of each sample in training-set equally. Actually, if \( \mathbf{x}_i \) comes from a minority classes or a key sample to improve accuracy of classifier, the weight of \( \mathbf{x}_i \) is larger relatively. Thus a \( N \times N \) diagonal matrix \( \mathbf{W} \) associated with weight \( w_i \) of training sample \( \mathbf{x}_i \) is considered in the weighted least square solution. And in weighted-ELM, Eq. (3) can be revised as

\[
\beta = \mathbf{H}^T \mathbf{T} = \begin{cases} 
\mathbf{H}^T (\lambda \mathbf{I} + \mathbf{W} \mathbf{H}^T \mathbf{H})^{-1} \mathbf{W} & \text{when } N \leq L \\
(\lambda \mathbf{I} + \mathbf{W} \mathbf{H}^T \mathbf{H})^{-1} \mathbf{W} \mathbf{H}^T & \text{when } N > L
\end{cases}
\]

(6)

Inspiring by the great success of the kernel method in SVMs, kernel method could be also adopted by weighted-ELM. A kernel matrix can be defined by

\[
\Omega_{\text{ELM}} = \mathbf{H}^T \mathbf{H}, \quad \Omega_{\text{WELM}} = \mathbf{h} (\mathbf{x}_i) \mathbf{h} (\mathbf{x}_i) = \mathbf{K} (\mathbf{x}_i, \mathbf{x}_i)
\]

(7)

In training-process of weighted kernel ELM, the number of hidden Layer L could be regarded as just equal to the number of samples in training-set N. Therefore, we can only revise Eqs. (6) and (5) respectively when \( N \leq L \) by

\[
\beta = \mathbf{H}^T \mathbf{T} = \mathbf{H}^T (\lambda \mathbf{I} + \mathbf{W} \Omega) ^{-1} \mathbf{W} \mathbf{T}
\]

(8)

\[
f (\mathbf{x}) = [\mathbf{K} (\mathbf{x}, \mathbf{x}_1), \ldots, \mathbf{K} (\mathbf{x}, \mathbf{x}_N)] (\lambda \mathbf{I} + \mathbf{W} \Omega) ^{-1} \mathbf{W} \mathbf{T}
\]

(9)
2.2. Composited kernel

As mentioned in [11], composite kernels could efficiently combines contextual and spectral information and have demonstrated excellent performance in HSI classification in term of accuracy and robustness. Therefore, the composite kernel, i.e. weighted summation kernel, is adopted as kernel function in our AdaBoost-WKELM. This kernel method balances the spatial and spectral content by

\[ K(x_i, x_j) = \mu K_o(x_i, x_j) + (1 - \mu) K_s(x_i, x_j) \]  

(10)

where \( x_i^{w} \) and \( x_i^{s} \) are the vectors extraction by spectral band and by spatial feature from its surrounding area respectively. \( \mu \) is the balance coefficient between spatial and spectral kernel method, which is [0,1]. In this paper, mean and standard deviation would be applied in a local \((2r + 1) \times (2r + 1)\) window per spectral band \((r \text{ is the window radius})\).

Radial basis function (RBF) is applied for spectral kernel by

\[ K_s(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2), \gamma \in \mathbb{R}^+ \]  

(11)

and polynomial function for spectral kernel by

\[ K_o(x_i, x_j) = (\langle x_i, x_j \rangle + 1)^d, \ d \in \mathbb{Z}^+ \]  

(12)

2.3. AdaBoost weighted-CKELM

AdaBoost algorithm can combine some weak classifiers to generate a single strong classifier adaptively according to the accuracy by these weak classifiers. The training step is a serial iteration. Before iteration, each sample is transformed into a new feature vector by means of user-predefined kernel functions. And the weight of each sample could be adjusted according to the performance of the classifiers in previous iteration. If a sample is misclassified by previous classifier, the weight of the sample will be increased, which makes the sample play a more important role in this iteration and forces the classifier to concentrate on the misclassified samples.

In training- process, at first, initial weight for each sample in training-set is assigned by,

\[ w_i^{(0)}(x_i) = \frac{1}{C \#t_i} \]  

(13)

where \#t_i is the number of samples belonging to class \( t_i \). The reason why we do not apply original AdaBoost using uniform weight for every sample is that imbalance usually happens in HSI. Through defined by (13), weight of each sample could be adaptively adjusted according to the imbalanced number of samples in each class. And the summation of weights of per-class is promised the same in the updated procedure.

Then, we start \( T \) iterations procedure of AdaBoost framework. At each iteration, training and constructing classifier by weighted-CKELM would be conducted just as mentioned above. And then, the accuracy of the classifier is computed and the weight of each sample in training-set is updated by

\[ w_i^{t+1} = \frac{w_i^t \exp(-\alpha t I(label(x_i), y_i))}{Z_{t+1}} \]  

(14)

where \( \alpha_t \) denotes weight of classifier and it is defined by

\[ \alpha_t = \ln((1 - \varepsilon_t)/\varepsilon_t) + \ln(C - 1) \]  

(15)

Notice that, the first half of (15) is just original binary-class classification in AdaBoost Framework. Due to OAA strategy applied in multi-classification, Freund and Schapire [24] extended the original AdaBoost to multiclass condition, which is successfully applied in [25].

\( \varepsilon_t \) denotes error rate of the classifiers, which is defined by

\[ \varepsilon_t = \sum_i w_i^t (1 - I(label(x_i), y_i)) \]  

(16)

\[ I(\cdot, \cdot) \] is an indicator function

\[ I(a, b) = \begin{cases} 1 & \text{when } a = b \\ 0 & \text{when } a \neq b \end{cases} \]  

(17)

and \( Z_{t+1} \) is a normalization denominator so that

\[ \sum_{y_i = j} w_i^{t+1}(x_i) = \frac{1}{C} \]  

(18)

Eq. (15) promises that each class plays the same important role in training-process in order to avoid classifier is inclined the class have a large number of samples in training-set.

Finally, in the testing-process, given a new sample, the label is determined by Adaboost-KELM according to the weight voted strategy.

\[ label(x) = \arg \max_i \sum_t \alpha_t I(label_t(x), i), i = 1, 2, \ldots, C \]  

(19)

The pseudo-code of Adaboost-KELM is shown in Algorithm 1 for more details. By compared with CKELM, the proposed AdaBoost-WKELM has two advantages. Firstly, because it usually happens in HSI datasets that the number of samples in different class varies widely, and each training sample impacts classification with different importance. Weights are introduced in the proposed framework to rebalance the importance of each sample in per-class. It is very useful to improve classification accuracy when applied in imbalance datasets. Secondly, by AdaBoost framework, the weight of each sample could be adaptively adjusted according to both the influence by imbalance of training-samples and the current error rate of classifier. The numerator of (14) makes the weight of the training-sample larger if the sample is incorrectly classified. The denominator of (14) rearranges weight of each training-sample to rebalance the importance of each class. Therefore, when a new sample comes, outputs by series of classifiers generated by AdaBoost framework would be merged as final decision. The final decision is expected to be more robust than CKELM because only one classifier without imbalance considered is applied in CKELM. Furthermore, in framework of AdaBoost-WKELM, once the kernel matrix of the training-set is obtained, it is reused at each iteration. Because ELM has a very high efficiency, AdaBoost framework are not much more time-consuming than CKELM.

2.4. Fast spatial feature extraction tricks

In order to compute the mean and standard deviation efficiently, we implement a fast algorithm which is similar to CTMF. Time-consume is not relate to the size of local window and time-complexity is only \( O(N) \), \( N \) is the number of pixels in HSI.

At the beginning, we keep two values in memory. One is that summation of the intensity within local \( (2r + 1) \times (2r + 1) \) window \( \sum X \) (\( X \) represents all the data within the window) and the other one is summation of the square of the intensity \( \sum X^2 \). And the mean of the top-left corner pixel in HSI could be obtained by

\[ M = \left( \frac{\sum X}{(2r + 1) \times (2r + 1)} \right) \]  

(20)

And then standard deviation could be obtained by

\[ \sigma = \sqrt{\frac{\sum X^2 - 2M \sum X + M^2}{(2r + 1) \times (2r + 1) - 1}} \]  

(21)

When local window slides, as shown in Fig. 1, a new calculation of \( \sum X \) and \( \sum X^2 \) is obtained by subtract \( (2r + 1) \) values (red rectangle) and plus \( (2r + 1) \) values (blue rectangle). And the new mean and standard deviation are obtained by (20) and (21). Finally, when loops finished, mean and standard deviation of all pixels in HSI are obtained, which represents the input of spatial kernel function.
3. Experimental result and discussion

In this section, we evaluate our proposed method by two real hyperspectral datasets. The environment of all experiments is a desktop PC equipped with an Intel(R) Xeon(R) CPU E5-2620 and 24GB of RAM. The implement code is available when contacting author.

3.1. Hyperspectral datasets and training-sets

1) The first HSI is a 2 × 2mile portion of agricultural area over the Indian Pines region in Northwest Indiana, which was acquired by NASA’s Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor. This scene with a size of 145 × 145 pixels, comprises 202 spectral bands in the wavelength range from 0.4 to 2.5μm, with spatial resolution of 20 m. The ground truth of scene contains 16 classes of interest and total 10,366 samples. Due to the imbalanced number of available labeled pixels and a large number of mixed pixels per class, this dataset give a challenge to HSI classification. In order to evaluate our proposed method, we only choose 10% samples per-class to our training-set. Because of five-fold cross validation for parameter tuning, if the number of samples in any class is smaller than five, we choose five samples to training-set. The rest samples consist of testing-set. Fig. 2 shows a false-color image, ground truth and training-set of Indian Pines dataset. Table 1 presents the class descriptions and sample distributions for both training-set and testing-set.

Table 1: Per-class samples for training-set and testing-set in Indiana-Pines dataset.

<table>
<thead>
<tr>
<th>Class No.</th>
<th>Name</th>
<th>Numbers of samples</th>
<th>Training-set</th>
<th>Testing-set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alfalfa</td>
<td></td>
<td>5</td>
<td>41</td>
</tr>
<tr>
<td>2</td>
<td>Corn-N</td>
<td></td>
<td>143</td>
<td>1285</td>
</tr>
<tr>
<td>3</td>
<td>Corn-M</td>
<td></td>
<td>83</td>
<td>747</td>
</tr>
<tr>
<td>4</td>
<td>Corn</td>
<td></td>
<td>24</td>
<td>213</td>
</tr>
<tr>
<td>5</td>
<td>Grass-Pasture</td>
<td></td>
<td>48</td>
<td>435</td>
</tr>
<tr>
<td>6</td>
<td>Grass-Trees</td>
<td></td>
<td>73</td>
<td>657</td>
</tr>
<tr>
<td>7</td>
<td>Grass-P-M</td>
<td></td>
<td>5</td>
<td>23</td>
</tr>
<tr>
<td>8</td>
<td>Hay-W</td>
<td></td>
<td>48</td>
<td>430</td>
</tr>
<tr>
<td>9</td>
<td>Oats</td>
<td></td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>10</td>
<td>Soybean-N</td>
<td></td>
<td>97</td>
<td>875</td>
</tr>
<tr>
<td>11</td>
<td>Soybean-M</td>
<td></td>
<td>246</td>
<td>2209</td>
</tr>
<tr>
<td>12</td>
<td>Soybean-C</td>
<td></td>
<td>59</td>
<td>534</td>
</tr>
<tr>
<td>13</td>
<td>Wheat</td>
<td></td>
<td>21</td>
<td>184</td>
</tr>
<tr>
<td>14</td>
<td>Woods</td>
<td></td>
<td>127</td>
<td>1138</td>
</tr>
<tr>
<td>15</td>
<td>Buildings-G-T-D</td>
<td></td>
<td>39</td>
<td>147</td>
</tr>
<tr>
<td>16</td>
<td>Stone-S-T</td>
<td></td>
<td>9</td>
<td>84</td>
</tr>
</tbody>
</table>

Fig. 2. Indian Pines dataset (a) false color image of the Indian Pines image by bands 10, 20 and 30 for red, green and blue, respectively; (b) ground truth data of the Indian Pines image; (c) samples in training-set and (d) reference map. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

2) The second HSI is a 103-bands image acquired by Reflective Optics Spectrographic Image System (ROSIS-03) sensor over the urban area of the University of Pavia, Italy. The spatial resolution is 1.3 m and the scene contains 610 × 340 pixels and 9 classes. The number of samples is 42,776 in total. We choose 1% samples per-class to evaluate our proposed method. Fig. 3 shows a false-color image ground truth and training-set of Pavia University dataset.

3.2. Parameters tuning

First of all, we study the parameters of AdaBoost-WCKELM for HSI classification. There are two parameters for AdaBoost framework, i.e., number of iterations T and regularization coefficient λ, three parameters for kernel function, i.e., μ, γ, d, and the radius r of local window for spatial feature extraction. Five-fold cross validation is used to tune parameters by training-set in terms of Overall-Accuracy (OA). Parameter searching scaler ∈ {1.2, ..., 20}, μ ∈ {0.1, ..., 0.9}, γ ∈ {10^0, 10^{-1}, ..., 10^{-7}}, d ∈ {1.2, ..., 10}, λ ∈ {10^{-3}, 10^{-2}, ..., 10^{-10}} and T ∈ {1, 2, ..., 10}, respectively.

In order to improve the search efficiency, we divide the parameters into three groups, i.e., {μ, r}, {γ, d} and {λ, T}. And then two-dimensional grid search is performed in each group alternately until there is no improvement of OA. Figs. 4 and 5 show the three groups of parameters optimization by grid search method in the Indian Pines dataset and the Pavia University dataset, respectively. Finally we set {r, μ, γ, d, λ, T} to {13,0.3, 0.1, 1, 10^{-5}, 6} for the Indian Pines datasets and {18,0.8, 0.1, 1, 10^{-5}, 5} for the Pavia University, respectively.
3.3. Experimental results and analysis

In this section, the proposed method is evaluated and compared with several widely used classification methods including SVM, ELM, KELM, CKSVM, CKELM in terms of OAs, Average-Accuracy (AA) and \( \kappa \) statistic in both HSI datasets. The RBF kernel has been applied in SVM and KELM. The optimal parameters \( C \) and \( \gamma \) are chosen by fivefold cross validation in SVM and CKSVM. The recommended values of CKSVM and CKELM parameters \( \mu \) and \( r \) in [17] are adopted, Sigmoid is applied as activation function in ELM and the number of the hidden layers in ELM and the regularization coefficient \( \lambda \) in KELM is also chosen by fivefold cross validation (Table 2).

### Table 2

<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Training-set</th>
<th>Testing-set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Asphalt</td>
<td>66</td>
<td>6565</td>
</tr>
<tr>
<td>2</td>
<td>Meadows</td>
<td>186</td>
<td>18,463</td>
</tr>
<tr>
<td>3</td>
<td>Gravel</td>
<td>21</td>
<td>2078</td>
</tr>
<tr>
<td>4</td>
<td>Trees</td>
<td>31</td>
<td>3033</td>
</tr>
<tr>
<td>5</td>
<td>Painted-M-S</td>
<td>13</td>
<td>1332</td>
</tr>
<tr>
<td>6</td>
<td>Bare Soil</td>
<td>50</td>
<td>4979</td>
</tr>
<tr>
<td>7</td>
<td>Bitumen</td>
<td>13</td>
<td>1317</td>
</tr>
<tr>
<td>8</td>
<td>Self-B B</td>
<td>37</td>
<td>3645</td>
</tr>
<tr>
<td>9</td>
<td>Shadows</td>
<td>9</td>
<td>938</td>
</tr>
</tbody>
</table>
Furthermore, 97.81% of the proposed method achieves 11 the highest individual class accuracies among 16 classes in all, especially the OA of the class containing very small training samples, e.g., Oats and Alfalfa, obtains 100%. Therefore, the proposed method is suitable for imbalanced training-set. Then the same test procedure is conducted in the Pavia University dataset. The classification evaluation is reported in Table 4 and classification maps are shown in Fig. 7. The proposed method obtains OA of 96.46%, AA of 93.32% and $\kappa$ of 95.31%, which are also the best classification results in our experiments. There are 5 classes obtained the highest individual class accuracies among 9 classes.

By comparison of different methods in detail, we find that the accuracy obtained by SVM is better than that obtained by ELM, especially when the number of training samples is very small. By adopting the kernel method, the classification accuracy by KELM
can be improved. Due to spatial information incorporating with spectral information, CKSVM and CKELM obtain the better result than SVM and KELM. Because the proposed method combines AdaBoost framework with CKELM, joint-decision is made by different classifiers for HSI datasets, which makes the proposed method more robust than traditional CKSVM and CKELM.

### 3.4. Influence by different sizes of training-set

Additionally, we analyze the sensitivity of the different sizes of training-set. For this purpose, we further design different training-sets of the Pavia University dataset by randomly choosing 20-
200 labeled samples per-class. We also evaluate the performance of several classifiers, such as CKSVM, SVM, ELM and KELM. Furthermore, we add CKELM for comparison, which just adopts ELM with composite kernel method but without AdaBoost framework. Therefore, CKELM can be realized just by setting $T=1$ in AdaBoost-WCKELM. The classification results are shown in Fig. 8.

From Fig. 8, the proposed method provides the highest accuracy regardless of different sizes of the training-set. OA of CKELM is very close to that of the proposed method when the size of the training-set is very small. The reason is that when the number of labeled samples is small, the correct rate of samples in training-set is much easier to achieve to 100% and weighted adjustment is eliminated. Thus, there are very few classifiers to be constructed. However, when the labeled samples increase, there are more classifiers to be generated in training process. The experimental results in Fig. 8 (OA of the proposed method is 1.08% higher than that of CKELM when 140 samples in per-class are chosen) proved the effectiveness of the proposed method. Another significantly observation we can derive from Fig. 8 is that the methods with spatial information and spectral information are much better than those only with spectral information.

4. Conclusions

In this paper, a novel HSI classification method was proposed, i.e., AdaBoost-WCKELM. The proposed method combines ELM algorithm with AdaBoost framework to adjust weights of training samples adaptively. In order to faster embed spatial information with original spectral bands, local mean and standard have been extracted. Then, composite kernel method was applied in ELM algorithm. The experimental results demonstrated that the proposed method could provide good accuracies in both HSI dataset even if the training samples are imbalanced or very limited. It also exhibited robustness and excellent performance to different sizes of training-set when compared with other methods.

Although the proposed method is competitive with other state-of-the-art methods, such as CKSVM, there are still two important research directions deserving future attention. On one hand, the aggregation of different type machine learning classifiers in our AdaBoost framework could be considered to improve classification accuracy. On the other hand, we just utilize simple spatial feature, i.e., local mean and standard. In the future, some other spatial feature extraction, e.g., Gabor filter, morphological feature, etc., would be embedding sequential in AdaBoost-WCKELM.
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